We present the analysis and design of spatio-temporal channeled Stokes polarimeters. We extend our recent work on optimal pixelated polarizer arrays by utilizing temporal carrier generation, resulting in polarimeters that achieve super-resolution via the tradeoff between spatial bandwidth and temporal bandwidth. Utilizing the channel space description, we present a linear-Stokes design and two full-Stokes imaging polarimeter designs that have the potential to operate at the full frame rate of the imaging sensor of the system by using hybrid spatio-temporal carriers. If the objects are not spatially bandlimited, then the achievable temporal bandwidth is more difficult to analyze; however a spatio-temporal tradeoff still exists. © 2018 Optical Society of America
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Two general classes of strategies can be employed in optical polarimeters: 1) divide the light into separate optical paths that are analyzed by independent sets of polarization optics or 2) create a set of harmonic carriers in the analyzer vector amplitude modulated by the scene irradiance distribution.

The measured irradiance in a Stokes polarimeter is

$$s_{0,\text{out}}(x) = \sum_{j=0}^{3} a_j(x) \cdot s_{j,\text{obj}}(x)$$  \hspace{1cm} (1)

The parameter set $x$ represents a set of independent variables such as space [1–3], time [4], angle of incidence [5], etc. where the $a_j(x)$ generate the carriers. Real instruments take discrete point measurements, and these measurements can be concatenated into a $n \times 1$ vector, $g_{\text{S,0,\text{out}}}$. An equivalent expression for Eq. (1) is in the Fourier, or channel domain:

$$S_{0,\text{out}}(\rho) = \sum_{j=0}^{3} A_j(\rho) \cdot S_j(\rho)$$  \hspace{1cm} (2)

where $\ast$ denotes convolution, $x \rightarrow \rho$ are the Fourier dual variables, and $A_j, S_j$ are the Fourier transforms of the analyzer and Stokes object functions respectively. In this Letter, we use the spatio-temporal domain $(x, y, t) \rightarrow (\zeta, \eta, \nu)$. When the functions $a_{mn}$ are periodic in $x$, then their Fourier transforms $A_{mn}$ create a 3-dimensional grid of $\delta$-functions in $\rho$. We denote the resultant $\delta$-functions the system’s channels; the channels are linear and are all added together in the Fourier domain for each Stokes parameter [6]. The linear mixing of each channel at identical channel locations is described by the $Q$-matrix [6].

Previously our group has considered spatio-temporal bandwidth [7–9] and there has been some recent focus by our group and others on spatial or temporal bandwidth alone [3, 4, 10–13]. This work presents a novel spatio-temporal analysis and instrument designs that use Division of Focal Plane (DoFP) polarimeters [2] in combination with one or two retarders and allow spatial and temporal bandwidth to be traded off. We present three novel systems: 1) A linear-Stokes system that has increased bandwidth performance, analogous to super-resolution, over a conventional snapshot system; 2) a full-Stokes system that can reconstruct images at half the temporal bandwidth of the imager; and 3) a full-Stokes system that trades spatial bandwidth for temporal bandwidth. DoFP devices use unit cells of analyzers tiled over a focal plane array (FPA). While several recent studies have shown the value of using more complicated unit cells [2, 3, 10], most systems being manufactured have used $2 \times 2$ unit cells. The most common layout is the arrangement of four linearly polarized states shown in Fig. 2A [14], though full-Stokes systems have also been manufactured as shown in Fig. 2B [15]. These systems are “snapshot” polarimeters, in that they can estimate the Stokes parameters at every frame of the image sequence. This is accomplished by giving up some spatial bandwidth [3].

Here we describe systems that use the micropolarizer array (MPA) layouts shown in Figs. 2A and 2C, and couple them with one or two linear retarders. The new systems generate spatio-temporal channels that allow spatial and temporal resolution to be traded off. We begin with the Stokes analyzer description of the MPA in Fig. 2A:

$$a = \frac{1}{4} \begin{bmatrix} 2 & -\cos(\pi x + \pi y) \vspace{0.2cm} \\ -\cos(\pi x - \pi y) & 0 \end{bmatrix}$$  \hspace{1cm} (3)
CoR spatio-temporal system is:
\[
\begin{bmatrix}
1 & 2 \\
\frac{1}{4} & -\left(\cos \pi x + \cos \pi y\right) \cos 4\pi v_0 T_k \\
-\left(\cos \pi x - \cos \pi y\right) \cos 4\pi v_0 T_k & 0
\end{bmatrix}
\]
(4)
where \(T_k = k/4v_0, k \in \mathbb{N}\), and \(v_0\) is the rotation rate of the half waveplate in rotations per second. If we sample the CoR system at \(v_4\), we obtain the channel structure shown in Fig. 1B. We graphically represent the channels as complex values in Fig. 1 for \(\nu_k\). Notice that the purely temporal bandwidths along lines of \(\nu\) are the same for both systems at the channel locations, but the spatial channel bandwidth is increased for the CoR system as compared with the conventional system. This result is analogous to the super-resolution gained from vibrating color sensors [16]. Given a temporally static scene, multiple snapshots of the same object location are taken that analyze different linear-Stokes states at different time steps. Instead of shaking to obtain the same object location under different spectral pixels as is done in color imaging, we change the polarimetric pixel measurement at the same object location over time.

Two rotating linear retarders can be represented by the Mueller matrix, \(RR(\nu_k, \nu_0, \nu_0, \nu_0, 0)\) [9] where \(RR_{ij}\) are elements of \(RR\). \(\nu_k, \nu_4\) are the rotation rates of the first and second retarders respectively; \(\nu_0\) are the initial angular offsets of the first and second retarder respectively; and \(\nu_0, \nu_4\) are the retardances of the first and second retarders respectively. See Appendix A in Vaughn [9] for a detailed derivation of dual retarder carrier generation. The rotating retarders can then be combined with a conventional MPA setting \(\delta_k = \pi/2, \delta_1 = \pi, \nu_k = \nu_0, \nu_4 = \nu_0/2, \epsilon_k = 0, \epsilon_4 = -0.03125, \) or \(\delta_k = \pi, \delta_1 = \pi/2, \nu_k = \nu_0, \nu_4 = 0, \epsilon_k = 0.03125, \epsilon_4 = -0.0625, \) where \(v_0\) is the reference rotation rate, results in
\[
\begin{bmatrix}
\frac{\nu^2}{4} \cos \pi x \cos 4\pi v_0 t \\
\frac{\nu^2}{4} \cos \pi x \sin 4\pi v_0 t \\
-\frac{\nu^2}{4} \cos \pi y \cos 4\pi v_0 t \\
-\frac{\nu^2}{4} \cos \pi y \sin 4\pi v_0 t
\end{bmatrix}
\]
(5)
respectively. Taking the 3-D Fourier transform yields 3-D channels with locations on the faces and edges of the Nyquist cube as shown in Fig. 1C. The \(s_1, s_2\) channels are located at \((\pm 1/2, 0, \pm 1/4)\) and the \(s_4\) channels are located at \((0, \pm 1/2, 0)\) when temporally sampled at \(2v_4\). This channel structure shows that, in the ideal case, if the Stokes parameters images are spatially bandlimited to less than 0.25 cycles per pixel (the same bandwidth limitation of the underlying MPA), then we have twice the temporal bandwidth of a full-Stokes system which uses no spatial carriers [17].

We can formally express an analogous system that is sampled at twice Nyquist in space (2\(\nu_{s_0}\)) as:
\[
\mathbf{a} = \frac{1}{2} \begin{bmatrix}
\cos 2\pi x \\
\cos 2\pi y \\
\sin 2\pi x \\
\sin 2\pi y
\end{bmatrix}
\]
(6)
where \(c_1, c_2, c_3\) are constants determined by the specific system used. We can solve \(\mathbf{a} = \mathbf{M}^T \mathbf{p}\) for Eq. (6) where \(\mathbf{M}\) is a Mueller matrix [9] and obtain
\[
\mathbf{p} = \frac{1}{2} \begin{bmatrix}
1 \\
-\frac{\nu^2}{4} \cos 2\pi x \\
-\frac{\nu^2}{4} \sin 2\pi x \\
\sqrt{2} \cos \pi x \cos \pi y
\end{bmatrix}
\]
(7)
We can implement such a system by using the novel MPA shown in Fig. 2C and rotating a half waveplate in front of it; we denote this system the Vaughn, Alenin, Tyo rotating retarder (VATRR) system, shown in Fig. 1D. The \(s_1, s_2\) channels are located at \((\pm 1/4, 0, \pm 1/2)\) and the \(s_3\) channels are located at \((\pm 1/2, \pm 1/2, 0)\) when temporally sampled at \(v_4\). For comparison, the channels of the snapshot full-Stokes system of Myhre, Hsu, Peinado, LaCasse, Brock, Chipman, and Pau are shown in Fig. 1E (Myhre MPA). Each spatio-temporal system has the effect of rotating the lab frame of the microanalyzers of the MPA, generating a temporal carrier on the object at each object pixel location. The spatial carriers taken together with the
temporal carriers generated by the half waveplates generate spatio-temporal carriers.

The full spatio-temporal bandwidth can be determined by looking at the distance between channels in 3-D space, but it is also useful to consider the projection of the sidebands into the spatial frequency plane. In this case, the system is able to produce full-Stokes images at the full temporal resolution of the imager by reducing the spatial bandwidth. The proposed full-Stokes systems in Fig. 1C and 1D are spatio-temporal analogues of one another, with the CoRR system being oversampled in time, and the VATRR system being oversampled in the x-space direction. See visualization 2 for the temporal evolution of the CoRR analyzers in the Poincaré sphere, and visualization 3 for the temporal samples of the CoRR system over 2 seconds of elapsed time. Visualizations 4, 5 are the temporal animation and temporal samples respectively for the VATRR system.

To characterize the performance of the three new systems, we generate random sets of representative spatio-temporal full- and linear-Stokes data, pass them through a forward instrument model, reconstruct the data cubes, and finally compute the peak signal-to-noise ratio (PSNR) of the reconstructed data. We use a forward model that only relies on the well defined Mueller calculus [17] at each pixel. The retarder parameters specified above and ideal microanalyzer arrays are used. Natural images have power spectral density distributions (PSD) that are proportional to $\approx 0.94/f^{2.073}$ spatially [18]. We generate random spatio-temporal realizations from a $1/f^{3.073}$ distribution and use them for as random object data for the performance analysis, details are in Vaughn, Alenin, and Tyo [19], including the reason for the change in exponent from 2.073 (spatial distributions) to 3.073 (spatio-temporal distributions). The covariance matrix between the Stokes parameters used for the simulation data is specified in prior work [17]. These samples assume natural scenes and natural motion, but may not be representative of other scene types [20] which may contain buildings, edges, etc. Unmixing is accomplished in the Fourier domain [2, 3, 6, 7]. Each system uses an identical 512 x 512 pixel focal plane array taking 64 frames with identical sampling periods.

We compare the various instruments under the following imaging scenarios 1) a low spatial to temporal bandwidth example, 2) a medium spatial to temporal bandwidth example, and 3) a high spatial to temporal bandwidth example. The system performance of the full-Stokes systems was quantified as follows: 1) sets of 32 image blocks of size 64 x 64 were generated from the statistical generation algorithms [19], 2) a particle swarm algorithm was used to optimize linear Fourier domain filters for $s_0$ and the sideband channels separately for each system and each bandwidth type, using the mean PSNR [21] from the 32 image blocks as the cost function, 3) the mean PSNR for

Fig. 3. Isosurfaces of Fourier transform magnitudes: (A) Conventional MPA, (B) CoR @ $\nu$, (C) CoRR @ $2\nu$, (D) VATRR @ $\nu$, (E) Myhre MPA. Subscripts denote bandwidth scenarios: (1) low spatial, high temporal, (2) medium spatial, medium temporal, (3) high spatial, low temporal. To aid depth perception, data is colored in accordance with its position along the temporal frequency axis which is mapped into the Cartesian $z$. Note that the Stokes data is positioned within the Nyquist-cube and is centered around the corresponding channel structures shown in Fig. 1.

Fig. 4. Sample of the truth $s_0$ parameter from a PSD with $1/f^{3.073}$ statistics over 3 time steps.
each system was recorded for both systems for each bandwidth type. 4) final datasets were generated and reconstructed using the optimal filters for visualization purposes for the various bandwidth scenarios; see visualizations 6,7 for examples of reconstructed versus truth data for the low spatial to temporal bandwidth example. We can increase the pixel number because the statistical distribution is approximately scale invariant. Fig. 3 shows examples of identical data for the various systems in the Fourier domain for the various bandwidth scenarios. Ideal iso-surfaces of each Stokes parameter would be isolated with no crosstalk occurring. Figure 4 shows a sample of the kind of image used for our simulations. Reconstruction results are shown in Table 1.

The CoR system can be implemented by combining a rotating retarder with a conventional MPA. The CoR system performs equally or better than the conventional linear-Stokes snapshot system over all bandwidth scenarios. If the additional instrument complexity can be tolerated, the CoR system will always give higher resolution results than the corresponding snapshot system for linear-Stokes imaging.

If full-Stokes imaging is required, the system must be selected given the specific bandwidth needs of the task at hand. For fast moving scenes a snapshot system should be used. Although we have compared the spatial-temporal systems with the Myhre MPA here, our recent work produced snapshot MPA schemes that outperform the Myhre MPA [12], however the gains are more pronounced for the spatio-temporal systems presented here. For low temporal bandwidth applications, the CoR system provides an increase in reconstruction performance over the Myhre MPA snapshot and VATRR systems. The system performance is similar between the full-Stokes systems for the imaged; for fast moving, high temporal bandwidth scenes, Myhre’s snapshot system outperforms the others, while for high spatial bandwidth, slower moving scenes, the CoRR system is the best performer. The CoRR system is notable due to its ease of implementation using COTS components, resulting in a high performance full-Stokes system. If a range of scenes with low to medium temporal bandwidth is required, then the VATRR system will perform well on average. In an active system where the s3 component is generally larger, the VATRR system will also perform well the spatial bandwidth advantage it has over the CoRR and the Myhre MPA systems for the s3 component. Next steps include analyzing spatio-temporal systems that use non-separable carriers [13] (realized by devices like spatial light modulators) to reduce systematic effects [12] and implementing the CoR and CoRR systems in our laboratory.

**Table 1. Reconstruction PSNR for Various Bandwidth Scenarios**

<table>
<thead>
<tr>
<th></th>
<th>(A) Conventional MPA</th>
<th>(B) CoR @ $\nu_s$</th>
<th>(C) CoRR @ $2\nu_s$</th>
<th>(D) VATRR @ $\nu_s$</th>
<th>(E) Myhre MPA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$s_0$ DoP</td>
<td>$s_0$ DoP</td>
<td>$s_0$ DoP</td>
<td>$s_0$ DoP</td>
<td>$s_0$ DoP</td>
</tr>
<tr>
<td>LSHT</td>
<td>54.8 36.1</td>
<td>54.8 35.9</td>
<td>53.4 28.8</td>
<td>50.9 30.8</td>
<td>53.7 34.3</td>
</tr>
<tr>
<td>MSMT</td>
<td>37.2 23.4</td>
<td>38.9 24.2</td>
<td>38.2 22.9</td>
<td>38.5 23.1</td>
<td>37.8 24.3</td>
</tr>
<tr>
<td>HSLT</td>
<td>40.3 24.5</td>
<td>56.0 28.0</td>
<td>45.7 31.7</td>
<td>45.0 27.1</td>
<td>40.7 24.2</td>
</tr>
</tbody>
</table>

*LHST = low spatial, high temporal. MSMT = medium spatial, medium temporal. HSLT = high spatial, low temporal. Values are in dB.*
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