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ABSTRACT
Designing polarimetric systems directly in the channel space has provided insight into how to design new types
of polarimetric systems, including systems which use carriers in hybrid domains of space, time, or spectrum.
Utilizing linear systems theory, we present a full Stokes imaging polarimeter design which has the potential to
operate at half the frame rate of the imaging sensor of the system by utilizing a hybrid spatio-temporal carrier
design. The design places channels on the faces and the edges of the Nyquist cube resulting in the potential
for half the Nyquist limit to be achieved, provided that the spatial frequency of the objects being imaged are
bandlimited to less than 0.25 cycles per pixel. If the objects are not spatially bandlimited, then the achievable
temporal bandwidth is more difficult to analyze. However, a spatio-temporal tradeoff still exists allowing for
increased temporal bandwidth. We present the design of a “Fast Stokes’’ polarimeter and some simulated images
using this design.

Keywords: polarimetry, modulated polarimetry, linear systems, microanalyzer array, micropolarizer array,
polarimetric channels

1. INTRODUCTION
Passive polarimetric instruments have been in use for quite some time, including for remote sensing tasks. Passive
instruments are also called Stokes polarimeters, and both “full Stokes” and partial Stokes instruments have been
built and deployed. Full Stokes imaging polarimeters measure the complete set of Stokes parameters across
a scene. In optical wavelength measuring instruments, there are two general classes of strategies that can be
employed. The first is to divide the light into separate optical paths that are analyzed by independent sets of
polarization optics. The second strategy is to multiplex the information over the entire image in some way.1–3

The general irradiance for a Stokes polarimeter can be described by the following equation:

𝑠0,out(𝐱) = 𝑎0(𝐱) ⋅ 𝑠0,obj(𝐱) + 𝑎1(𝐱) ⋅ 𝑠1,obj(𝐱)
+ 𝑎2(𝐱) ⋅ 𝑠2,obj(𝐱) + 𝑎3(𝐱) ⋅ 𝑠3,obj(𝐱).

(1)

The parameter set 𝐱 represents a set of independent variables such as space,3–6 time,1,7,8 wavelength,9 an-
gle of incidence,10 etc., and the functions 𝑎0(𝐱) – 𝑎3(𝐱) generate the carriers. Real instruments take discrete
measurements, so the left hand side (LHS) of Equation (1) becomes a discrete point measurement, and these
measurements can be concatenated into a 𝑛 × 1 vector, 𝐠𝑠0,out

, for 𝑛 measurements of 𝑠0,out(𝐱𝑗). If 𝐀(𝐱) is known,
then the right hand side (RHS) of Equation (1) can be rewritten as

[𝑎00(𝐱𝑗) 𝑎01(𝐱𝑗) 𝑎02(𝐱𝑗) 𝑎03(𝐱𝑗)] ⋅
⎡
⎢
⎢
⎢
⎣

𝑠0,obj(𝐱𝑗)
𝑠1,obj(𝐱𝑗)
𝑠2,obj(𝐱𝑗)
𝑠3,obj(𝐱𝑗)

⎤
⎥
⎥
⎥
⎦

(2)

for each 𝐱𝑗. Note 𝐚 = [𝑎00(𝐱𝑗) 𝑎01(𝐱𝑗) 𝑎02(𝐱𝑗) 𝑎03(𝐱𝑗)] is the first row of the Mueller matrix of the polarizing
optics in the polarization state analyzer (PSA), and is often denoted the “analyzer vector” due to the formal
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Figure 1: Fourier domain channels; (left) Conventional linearly polarized micropolarizer array. (right) 2 × 2
full-stokes microanalyzer design by Myhre et al.12 Figure adapted from Alenin et al.5

projection of the measured Stokes parameters onto it. The term “analyze” refers to the projection operation
itself. A system of equations can then be built up as:

𝐠𝑠0,out
=

⎡
⎢
⎢
⎢
⎣

𝑎0(𝐱0) 𝑎1(𝐱0) 𝑎2(𝐱0) 𝑎3(𝐱0)
𝑎0(𝐱1) 𝑎1(𝐱1) 𝑎2(𝐱1) 𝑎3(𝐱1)

⋮ ⋮ ⋮ ⋮
𝑎00(𝐱𝑛−1) 𝑎01(𝐱𝑛−1) 𝑎02(𝐱𝑛−1) 𝑎03(𝐱𝑛−1)

⎤
⎥
⎥
⎥
⎦

⋅
⎡
⎢
⎢
⎢
⎣

𝑠0,obj(𝐱⌊(𝑛−1)/2⌉)
𝑠1,obj(𝐱⌊(𝑛−1)/2⌉)
𝑠2,obj(𝐱⌊(𝑛−1)/2⌉)
𝑠3,obj(𝐱⌊(𝑛−1)/2⌉)

⎤
⎥
⎥
⎥
⎦

= 𝐖 ⋅ 𝐬 (3)

These equations require that a strong assumption holds; 𝐬obj(𝐱) is approximately constant over the range
𝐱0, 𝐱1, ⋯, 𝐱𝑛−1. ⌊⋅⌉ denotes the nearest integer function and 𝐀 is an 𝑛 × 4 matrix. 𝐬obj(𝐱) being constant is
equivalent to 𝐬obj(𝐱) having zero bandwidth extent in the channel domain.11

An equivalent expression for Eq. (1) is in the Fourier, or channel domain:

𝑆0,out(𝝆) =
3

∑
𝑗=0

𝐴𝑗(𝝆) ∗ 𝐒𝑗(𝝆) (4)

where ∗ denotes convolution, 𝐱 → 𝝆 are the Fourier dual variables, 𝐴𝑗 are the Fourier transforms of the analyzer
functions, and 𝑆𝑗 are the Fourier transforms of the Stokes object functions. In this communication we use
the spatio-temporal domain (𝑥, 𝑦, 𝑡) → (𝜉, 𝜂, 𝜈). When the functions 𝑎𝑚𝑛 are periodic in 𝐱, then their Fourier
transforms 𝐴𝑚𝑛 create a grid of 𝛿-functions in 𝝆. We denote the resultant 𝛿-functions the system’s channels.

There is little analysis of spatio-temporal bandwidth of polarimetric instruments outside of our group,3–5,7,8,11

with some recent focus by our group and others being on spatial or temporal bandwidth individually.2,3 This
communication presents a novel spatio-temporal analysis and an instrument design which uses a 3-channel linear
division of focal plane (DoFP) polarimeter in combination with rotating retarders to allow spatial and temporal
bandwidth to be traded off. The new system can create full Stokes images every two frames instead of every
four for a standard division of time (DoT) system.

2. SPATIO-TEMPORAL DESCRIPTION
DoFP devices use unit cells of micropolarizing elements tiled over a focal plane array (FPA). While several recent
studies have shown the value of using more complicated unit cells,2,3,5 most systems being manufactured have
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used 2×2 unit cells. The most common layout is the arrangement of four linearly polarized states shown in Fig. 1
(left), though full-Stokes systems have also been made as shown in Fig. 2 (right).12 More recently, the 4 × 2 unit
cell proposed by LeMaster and Hirakawa2 has been shown to have improved bandwidth for linear polarimeters.
These systems are “snapshot” polarimeters, in that they can estimate the Stokes parameters at every frame of
the image sequence. This is accomplished giving up some spatial bandwidth.3

In an earlier study, LaCasse, et al, considered a full-Stokes system made up of a linear micropolarizer array,
with a rotating retarder.13 That system suffered from a severe temporal bandwidth penalty, since they used
independent spatial and temporal demodulation. Here we describe systems that uses the linear micropolarizer
array layouts shown in Fig. 1 (left) combined with rotating retarders but couples them with 2 rotating linear

object

lr lr

micropolarizer array
Figure 2: Schematic of the dual retarder + conventional micropolarizer array design. lr denotes a linear retarder.
Note that the imaging optics are not shown here.

retarders (Fig. 1). These systems then use a spatio-temporal demodulation scheme that allows spatial and
temporal resolution to be traded off.

We proceed to present the mathematical system description. However the algebraic details are tedious, so
they are omitted here, but are shown in greater detail elsewhere.11 We begin with the Stokes analyzer description
of the micropolarizer array in Fig. 1A:

𝐚 = 1
2 [1

cos 𝜋𝑥 + cos 𝜋𝑦
2

cos 𝜋𝑥 − cos 𝜋𝑦
2

0] , (5)

prior to sampling. Two rotating linear retarders can be represented by the Mueller matrix, 𝐑𝐑(𝜈𝑘, 𝜈𝑙, 𝜀𝑘, 𝜀𝑙; 𝛿𝑘, 𝛿𝑙)11

𝑅𝑅00 = 1, 𝑅𝑅01 = 𝑅𝑅02 = 𝑅𝑅03 = 𝑅𝑅10 = 𝑅𝑅20 = 𝑅𝑅30 = 0 (6)

𝑅𝑅11 = [cos2 𝛿𝑙

2
+ sin2 𝛿𝑙

2
cos 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙)] [cos2 𝛿𝑘

2
+ sin2 𝛿𝑘

2
cos 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)]

+ sin2 𝛿𝑙

2
sin2 𝛿𝑘

2
sin 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

− sin 𝛿𝑙 sin 𝛿𝑘 sin 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘) (7)

𝑅𝑅12 = [cos2 𝛿𝑙

2
+ sin2 𝛿𝑙

2
cos 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙)] sin2 𝛿𝑘

2
sin 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ sin2 𝛿𝑙

2
sin 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙) [cos2 𝛿𝑘

2
− sin2 𝛿𝑘

2
cos 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)]

+ sin 𝛿𝑙 sin 𝛿𝑘 sin 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) cos 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘) (8)

Proc. of SPIE Vol. 10407  1040702-3

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 10/16/2017 Terms of Use: https://spiedigitallibrary.spie.org/ss/TermsOfUse.aspx



𝑅𝑅13 = − [cos2 𝛿𝑙

2
+ sin2 𝛿𝑙

2
cos 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙)] sin 𝛿𝑘 sin 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ sin2 𝛿𝑙

2
sin 𝛿𝑘 sin 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙) cos 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

− sin 𝛿𝑙 cos 𝛿𝑘 sin 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) (9)

𝑅𝑅21 = sin2 𝛿𝑙

2
sin 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙) [cos2 𝛿𝑘

2
+ sin2 𝛿𝑘

2
cos 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)]

+ [cos2 𝛿𝑙

2
− sin2 𝛿𝑙

2
cos 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙)] sin2 𝛿𝑘

2
sin 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ sin 𝛿𝑙 sin 𝛿𝑘 cos 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘) (10)

𝑅𝑅22 = sin2 𝛿𝑙

2
sin2 𝛿𝑘

2
sin 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ [cos2 𝛿𝑙

2
− sin2 𝛿𝑙

2
cos 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙)] [cos2 𝛿𝑘

2
− sin2 𝛿𝑘

2
cos 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)]

− sin 𝛿𝑙 sin 𝛿𝑘 cos 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) cos 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘) (11)

𝑅𝑅23 = − sin2 𝛿𝑙

2
sin 𝛿𝑘 sin 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ [cos2 𝛿𝑙

2
− sin2 𝛿𝑙

2
cos 8𝜋(𝜈𝑙𝑡 + 𝜀𝑙)] sin 𝛿𝑘 cos 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ sin 𝛿𝑙 cos 𝛿𝑘 cos 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) (12)

𝑅𝑅31 = sin 𝛿𝑙 sin 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) [cos2 𝛿𝑘

2
+ sin2 𝛿𝑘

2
cos 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)]

− sin 𝛿𝑙 sin2 𝛿𝑘

2
cos 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

+ cos 𝛿𝑙 sin 𝛿𝑘 sin 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘) (13)

𝑅𝑅32 = sin 𝛿𝑙 sin2 𝛿𝑘

2
sin 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)

− sin 𝛿𝑙 cos 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) [cos2 𝛿𝑘

2
− sin2 𝛿𝑘

2
cos 8𝜋(𝜈𝑘𝑡 + 𝜀𝑘)]

− cos 𝛿𝑙 sin 𝛿𝑘 cos 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘) (14)

𝑅𝑅33 = − sin 𝛿𝑙 sin 𝛿𝑘 sin 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) sin 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘)
− sin 𝛿𝑙 sin 𝛿𝑘 cos 4𝜋(𝜈𝑙𝑡 + 𝜀𝑙) cos 4𝜋(𝜈𝑘𝑡 + 𝜀𝑘)
+ cos 𝛿𝑙 cos 𝛿𝑘 (15)

where 𝑅𝑅𝑘𝑙 are elements of 𝐑𝐑; 𝜈𝑘, 𝜈𝑙 are the rotation rates of the first and second retarders respectively; 𝜀𝑘, 𝜀𝑙
are the initial angular offsets from the laboratory frame of the first and second retarder respectively; and 𝛿𝑘, 𝛿𝑙 are
the retardances of the first and second retarders respectively. Combining the dual retarder with the conventional
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Table 1: Channel notation.

positive negative

real

imaginary

micropolarizer array, Fig. 1A results in the analyzer vector

1
2

⎡
⎢
⎢
⎢
⎣

1
𝑎1
𝑎2
𝑎3

⎤
⎥
⎥
⎥
⎦

= 1
4

⎡
⎢
⎢
⎢
⎣

2
cos 𝜋𝑥 (𝑅𝑅11 + 𝑅𝑅21) + cos 𝜋𝑦 (𝑅𝑅11 − 𝑅𝑅21)
cos 𝜋𝑥 (𝑅𝑅12 + 𝑅𝑅22) + cos 𝜋𝑦 (𝑅𝑅12 − 𝑅𝑅22)
cos 𝜋𝑥 (𝑅𝑅13 + 𝑅𝑅23) + cos 𝜋𝑦 (𝑅𝑅13 − 𝑅𝑅23)

⎤
⎥
⎥
⎥
⎦

(16)

generally. We know that 𝐗𝑇𝐩 for some arbitrary Mueller matrix element 𝐗 results in the final analyzer vector,11

allowing us to solve the equation

𝐗𝑇𝐩 = 1
2

⎡
⎢
⎢
⎢
⎣

1
𝑐1 cos 2𝜋𝑦 cos(𝜋𝑡)
𝑐2 cos 2𝜋𝑦 sin(𝜋𝑡)

𝑐3 cos 𝜋𝑥

⎤
⎥
⎥
⎥
⎦

. (17)

See Appendix A in Vaughn11 for a detailed derivation of the dual retarder carrier generation and the associated
channel descriptions. Setting 𝛿𝑘 = 𝜋/2, 𝛿𝑙 = 𝜋, 𝜈𝑘 = 𝜈0, 𝜈ℓ = 𝜈0/2, 𝜀𝑘 = 0, 𝜀ℓ = −0.03125, or 𝛿𝑘 = 𝜋, 𝛿𝑙 = 𝜋/2, 𝜈𝑘 =
𝜈0, 𝜈ℓ = 0, 𝜀𝑘 = 0.03125, 𝜀ℓ = −0.0625, where 𝜈0 is the reference rotation rate, results in

𝑅𝑅11 + 𝑅𝑅21 = 0, 𝑅𝑅11 − 𝑅𝑅21 =
√2
2

cos(4𝜋𝜈0𝑡) (18)

𝑅𝑅12 + 𝑅𝑅22 = 0, 𝑅𝑅12 − 𝑅𝑅22 =
√2
2

sin(4𝜋𝜈0𝑡) (19)

𝑅𝑅13 + 𝑅𝑅23 = −√2, 𝑅𝑅13 − 𝑅𝑅23 = 0 (20)

1
2

⎡
⎢
⎢
⎢
⎣

1
𝑎1
𝑎2
𝑎3

⎤
⎥
⎥
⎥
⎦

= 1
4

⎡
⎢
⎢
⎢
⎢
⎣

2
√2
2

cos 𝜋𝑦 cos(4𝜋𝜈0𝑡)
√2
2

cos 𝜋𝑦 sin(4𝜋𝜈0𝑡)
−√2 cos 𝜋𝑥

⎤
⎥
⎥
⎥
⎥
⎦

or 1
4

⎡
⎢
⎢
⎢
⎢
⎣

2
√2
2

cos 𝜋𝑦 sin(4𝜋𝜈0𝑡)

− √2
2

cos 𝜋𝑦 cos(4𝜋𝜈0𝑡)
√2 cos 𝜋𝑦

⎤
⎥
⎥
⎥
⎥
⎦

(21)

respectively. We denote this class of conventional micropolarizer array + dual rotating retarder CoRR systems.
Taking the 3-dimensional Fourier transform of the analyzer vector with 𝜈0 set so that we are sampling at the
temporal Nyquist rate results in 3-dimensional 𝛿-functions or channels with locations on the faces and edges of the
Nyquist cube, see the left column of Fig. 3. The 𝑠1, 𝑠2 channels are located at (0, ±1/2, ±1/2) and the 𝑠3 channels
are located at (±1/2, 0, 0). This channel structure shows that, in the ideal case, if the Stokes parameters images
are spatially bandlimited to less than 0.25 cycles per pixel (the same bandwidth limitation of the underlying
micropolarizer array), then we have the full temporal bandwidth available for the object reconstruction for all
of the Stokes parameters. The issue with this channel structure is that the quadrature (sine) component for 𝑠2
will be sampled as zeros when sampling at the temporal Nyquist rate.

The problem with the system shown on the left side of Fig. 3 is that the 𝑠1 and 𝑠2 sidebands appear in the
corners of the 𝜂 − 𝜈 plane. Since the system is sampled, the periodic nature of the discrete Fourier transform
makes it impossible to reconstruct both the in-phase and quadrature compenents at the Nyquist frequency.
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CoRR @ Nyquist CoRR @ 2-Nyquist Myhre et al
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Figure 3: Channel structure for a dual retarder + micropolarizer array system. When sampled at Nyquist (left)
the system is a partial Stokes due to the quadrature component. Sampling at twice Nyquist (center) results in
a full Stokes system. For comparison the snapshot system from Myhre et al12 is shown (right).
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Figure 4: Sample of an truth Stokes parameters from a PSD with 1/𝑓 3.073 statistics.

Doubling the sampling rate results in the channel structure shown in the right column of Fig. 3. By placing the
side bands in on the faces Nyquist cube, we can now reconstruct both the in-phase and quadrature components.
The full spatio-temporal bandwidth can be determined by looking at the distance between channel centers in
3-D space, but it is also reasonable to consider the projection of the sidebands into the spatial frequency plane.
In this case, the system is able to produce full Stokes images at the half of the full temporal resolution of the
imager, and this is accomplished by reducing the spatial bandwidth by 50%.

It is worth a brief discussion of how this system is able to create full Stokes reconstructions from partial
Stokes MPAs. The second retarder (closest to the MPA) is a half-wave plate rotating at rate 𝜈0/2. This has
the effect of rotating the effective direction of the polarizers in the MPA at rate 𝜈0. The other retarder is a
quarter-waveplate (QWP) that is also rotating at rate 𝜈0. The QWP is clocked so that it converts two of the
orientations in the MPA into circular polarizers, and does nothing to the other two orientations.

3. SIMULATED DATA
We use a forward model which only relies on the well defined Mueller calculus14 with two rotating retarders and
the Mueller matrices of linear polarizers at each pixel. We use the retarder parameters defined in Section 2 and
an ideal micropolarizer array of size 512 × 512 pixels.

Natural images have power spectral density distributions (PSD) which are proportional to ≈ 0.94/𝑓 2.073 both
spatially and temporally,15 we generate random spatio-temporal realizations from a 1/𝑓 3.073 distribution and use
them in the analysis and simulation for this section, details are in Vaughn et al,16 including the reason for the
change in exponent from 2.073 (spatial distributions) to 3.073 (spatio-temporal distributions). These samples
assume natural scenes and natural motion (e.g. trees moving in the wind), but do not properly represent motion
or spatial statistics of scenes such as cars moving in a city. Figure 4 shows a sample of the kind of image used
for our simulations. Note that to date, no empirical study has been published which determines typical statistics
for full Stokes images or Mueller matrix images. Due to this lack of empirical data, we make an educated guess
that natural scene Stokes data will follow natural scene spectral data. The covariance matrix used to generate
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Figure 5: Magnitude of the Fourier transform of an instance of simulation data of (top row) the low spatial to
temporal bandwidth case, (center row) the 1-to-1 spatial to temporal bandwidth case, and (bottom row) the
high spatial to temporal bandwidth case. The left column shows the CoRR system, and the right column shows
the Myhre et al (MHP) system. The isosurfaces are for the same constant value in all plots. Note that the data
is placed at the channel locations.
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Figure 6: Reconstruction of 𝑠0 using optimized Fourier domain (FD) filters for the low spatial to temporal
bandwidth case. The input data is shown on the top left, with the top row showing reconstructions and the
bottom row showing the absolute difference between the truth and the input data. Our proposed conventional
+ rotating retarder (CoRR) design is shown in the center column, and the snapshot design by Myhre et al12 is
shown in the right column.

the data is:

Σ =
⎡
⎢
⎢
⎢
⎣

500 200 200 100
200 350 −100 50
200 −100 350 50
100 50 50 200

⎤
⎥
⎥
⎥
⎦

. (22)

This matrix quantifies the correlations between the Stokes parameters.
Image cubes with the spatio-temporal image statistics are generated and used as an object, passed through the

forward imaging simulation, then Fourier transformed, filtered, unmixed, and finally inverse Fourier transformed
to obtain the image estimate. Unmixing methods are detailed by our group in other literature3,5,7 and won’t be
reviewed here. Relative bandwidths between space and time can be adjusted to simulate high spatial to temporal
and low spatial to temporal bandwidth situations.

3.1 Simulated instrument reconstructions
In this section we compare the dual rotating retarder instrument with a full Stokes snapshot system proposed
by Myrhe et al12 shown in Fig. 1. A low spatial to temporal bandwidth example, a 1-to-1 spatial to temporal
bandwidth example, and a high spatial to temporal bandwidth example are compared. Examples of the mag-
nitude of the Fourier transformed data for different bandwidth scenarios are shown in Fig. 5 for 32 images of
512 × 512 pixels. Notice that we expect the Myhre et al system to perform well on the low spatial to temporal
bandwidth data, and worse on the high spatial to temporal bandwidth data.

The system performance of the full Stokes systems was quantified as follows:

• Sets of 32 image blocks of size 64 × 64 × 64 were generated from the statistical generation algorithms.16
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• A particle swarm algorithm was used to optimize linear Fourier domain (FD) filters for 𝑠0 and the
sideband channels separately for each system and each bandwidth type, using the average PSNR17

from the 32 image blocks as the cost function. The optimization used the cost function of PSNR for 𝑠0
and PSNR for the DoP for the sideband filters independently.

• The mean PSNR for each system was recorded for both systems for each bandwidth type. Over 200, 000
cost function evaluations were computed.

• Final datasets of size 512 × 512 × 64, (𝑥 × 𝑦 × 𝑡), were generated and reconstructed using the optimal FD
filters for visualization purposes for the low spatial to temporal bandwidth case (Figs. 6 and 7). We
can increase the pixel size because the statistical distribution is approximately scale invariant.

The low spatial to temporal bandwidth case should, intuitively, be better reconstructed by the Myhre et al
(MHP) system, and this is shown qualitatively in Table 2a, particularly for the DoP PSNR. The DoP PSNR
is about 5.5𝑑𝐵 better when using the MPH system as opposed to the CoRR system. The 𝑠0 PSNR values, are
however, similar between the two systems. An example of the reconstructed output and the truth data is shown
in Fig. 6 for the 𝑠0 data and in Fig. 7 for the DoP data. Notice the larger errors in the difference image in DoP
of the CoRR system as compared with the MHP system. For the low spatial to temporal bandwidth case the
MHP system achieves better performance.

For the 1-to-1 spatial to temporal bandwidth case it is unclear at first glance which system will perform
better, although it appears that there should be less crosstalk between the 𝑠1, 𝑠2 channels and the 𝑠0 channel for
the CoRR system compared with the MHP system. The qualitative results are shown in Table 2b. The 𝑠0 PSNR
is about 0.5𝑑𝐵 better when using the CoRR system as opposed to the MHP system. The DoP PSNR values, are
however, 1.4𝑑𝐵 better for the MHP system. Overall, the system performance is similar between the MHP and
CoRR systems for the 1-to-1 spatial to temporal bandwidth case.

truth

𝐷
𝑜𝑃

CoRR MHP

|𝐷
𝑜𝑃

−
𝐷

𝑜𝑃
|

Figure 7: Reconstruction of the degree of polarization, DoP, using optimized Fourier domain (FD) filters for the
low spatial to temporal bandwidth case. The input data is shown on the top left, with the top row showing
reconstructions and the bottom row showing the absolute difference between the truth and the input data. Our
proposed conventional + rotating retarder (CoRR) design is shown in the center column, and the snapshot design
by Myhre et al12 is shown in the right column.
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Table 2: 𝑠0 and DoP PSNR results for the various bandwidth scenarios. The highest PSNR values are highlighted
in yellow.

(a) low spatial to temporal
bandwidth PSNR values (𝑑𝐵).

CoRR MHP

𝑠0 53.4 53.7

DoP 28.8 34.3

(b) 1-to-1 spatial to temporal
bandwidth PSNR values (𝑑𝐵).

CoRR MHP

𝑠0 38.2 37.8

DoP 22.9 24.3

(c) high spatial to temporal
bandwidth PSNR values (𝑑𝐵).

CoRR MHP

𝑠0 45.7 40.7

DoP 31.7 24.2

The channel structures suggest that for the high spatial to temporal bandwidth case the CoRR system will
perform better than the MHP system. The qualitative results are shown in Table 2c. The DoP PSNR is about
7.5𝑑𝐵 better when using the CoRR system as opposed to the MPH system, and the 𝑠0 PSNR values are 5𝑑𝑏
better. This shows that for a system which measures high spatial to temporal bandwidth, the CoRR system has
potential to be much better than the snapshot MPH system.

4. CONCLUSION
We have presented the analysis and design of a novel spatio-temporal full Stokes system which can be built using
COTS micropolarizer arrays and rotating retarders (CoRR). Custom snapshot full Stokes instruments, like the
one presented by Myhre et al12 (MPH) can achieve better performance for low spatial to temporal bandwidth
spatio-temporal data distributions, however our CoRR system is less expensive to build and can exceed the
performance of the MHP system for the high spatial to temporal bandwidth case. For The 1-to-1 bandwidth
case the two systems have similar performance results. The above results assume natural image scene statistics,
it is unclear which system would perform better for city scenes, however we suspect that city and manmade
landscapes would have a high spatial to temporal bandwidth in general, which would favor the CoRR system
over the MPH snapshot system. Future work includes characterizing the prototype system which we are currently
building, and analyzing the effects of systematic errors on the imaging scheme. We would also like to build a
spatio-temporally channeled polarimeter which utilizes spatial channels in a way analogous to the double Nyquist
temporal sampling, i.e., temporally Nyquist sampled with FPA spatial samples at twice the spatial Nyquist rate.
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